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Abstract
With the emergence of generative AI, the field of Learning Ana-
lytics (LA) has increasingly embraced the use of Large Language
Models (LLMs) to automate qualitative analysis. Deductive analysis
requires theoretical or other conceptual grounding to inform coding.
However, few studies detail the process of translating the literature
into a codebook, and then into an effective LLM prompt. In this
paper, we introduce Grounded Prompt Engineering (GROPROE)
as a systematic process to develop a literature-grounded prompt
for deductive analysis. We demonstrate our GROPROE process on
a dataset of 860 written reflections, coding for students’ affective
engagement and sense of belonging. To evaluate the quality of the
codingwe demonstrate substantial human/LLM Inter-Annotator Re-
liability (IAR). To evaluate the consistency of LLM coding, a subset
of the data was analysed 60 times using the LLM Quotient showing
how this stabilized for most codes. We discuss the dynamics of
human-AI interaction when following GROPROE, foregrounding
how the prompt took over as the iteratively revised codebook, and
how the LLM provoked codebook revision. The contributions to
the LA field are threefold: (i) GROPROE as a systematic prompt-
design process for deductive coding grounded in literature, (ii) a
detailed worked example showing its application to Belonging Ana-
lytics, and (iii) implications for human-AI interaction in automated
deductive analysis.
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1 Introduction
The potential of Generative AI (GAI), particularly LLMs, to analyse
qualitative data has created significant interest in their ability to
analyse large textual corpora. LLMs are being increasingly used
for textual analysis, across many studies where they have analysed
data to generate themes inductively [22, 41]. In the field of learning
analytics (LA), the use of Natural Language Processing (NLP) on
unstructured text data to gain insights into learning is an area that
continues to show interest [40]. However, NLP approaches to text
analysis may still suffer from limited interpretability and usability
as they identify topics from distribution over text data, assigning
topics based on bags-of-words identified through clustering without
assigning any reasons [5, 42, 66]. It is here that the skillful design
and use of LLMs could advance social science research [46], and
potentially LA by transforming textual data into metrics that serve
as meaningful proxies for learning [65, 67]. Deductive analysis,
regularly used in the social sciences, employs codebooks based on
established theories and research, and it has been shown that fol-
lowing the “construct/label” provided in a conventional codebook
may improve zero-shot LLM performance [21]. Furthermore, devel-
oping a quality codebook with humans in the loop has been found
to improve consistency and reliability for LLM-assisted analysis
[46, 48].

A key concern in LA is to be able to demonstrate the principled
relationships between data and educational constructs [63]. This
entails that the design of LLM-based LA has a clear conceptual
grounding, e.g., What is the rationale for these codes, and how did
they inform the use of an LLM? There are currently few studies that
demonstrate this in learning analytics and to our knowledge, none
provides a systematic process to move from literature to codebook,
and from there to LLM system prompt [22, 65]. In this paper, we
address this challenge by proposing a methodology called Grounded
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Prompt Engineering (GROPROE), leveraging LLM capabilities to anal-
yse students’ reflective writing for evidence of affective engagement.
This exemplifies a belonging analytics approach, an emerging topic
that explores “new ways of monitoring and supporting student be-
longing over time and at scale, harnessing a variety of data sources”
[32]. To the best of our knowledge, this is the first such use of LLMs.
Drawing on theoretical and empirical research on these concepts,
we derive indicators of affective engagement from the literature,
distilled into a hierarchical codebook for the deductive analysis of
student reflections, which then guides the iterative design of the
prompt. The purpose of this paper is twofold in line with the theme
of LAK25 conference, Expanding the Horizons of Learning Analytics:
a) to propose a novel approach to prompt engineering by grounding
prompts in theory; and b) to discuss the implications of this novel
approach in terms of human-AI collaboration in qualitative analysis.
We therefore address the following research questions:

RQ1: How can prompt engineering be systematically grounded
in theory and evidence?

RQ2: How variable are the results from the theory-grounded
prompt?

RQ3: To what extent do the results from the theory-grounded
prompt agree with human coding of the same corpus?

The rest of the paper is structured as follows. Section 2 provides
an overview of the landscape of LLMs in qualitative analysis, argu-
ing for the need for theoretical grounding of prompts to contribute
to LA. We then introduce the literature on student engagement and
belonging as our worked example illustrating GROPROE. Section
3 documents the methodology for deriving the codebook, and for
the iterative design and testing of the LLM. Section 4 presents the
results, including the evaluations of the consistency of LLM coding,
concluding with the discussion and limitations in Section 5.

2 Literature review
2.1 Large Language Models and deductive

coding
Qualitative analysis can take the form of inductive or deductive
analysis. Both seek to reduce vast amounts of text data into cat-
egories of codes or themes to express meaning and find patterns,
however, the important difference is in the source of the codes
[23]. Inductive analysis involves identifying codes from the text
itself, without imposing an a priori theoretical framework, while
deductive analysis draws on predefined theory or existing research
findings to guide the codes. In either approach, qualitative analysis
is labor-intensive, subjective and requires the participation of more
than one human coder to ensure reliability and trustworthiness. For
many qualitative researchers, this immersion in the data is central
to the analysis process and cannot be ‘short-circuited’ without loss
of insights into the subtle meanings in the material. However, for
others, there is scope to explore how suitably sophisticated tex-
tual analytics may be an aid, e.g., in generating an initial inductive
set of themes, or deductive thematic coding. In the context of LA
where datasets may be huge (e.g., discussion forum data or written
assignment data), the scaling challenge is acute.

Consequently, research has seen an increasing exploration of
LLMs to automate coding [27]. For instance, Xiao et al [65] found

that a human codebook was comparable to deductive codes gener-
ated by ChatGPT. They also concluded that prompts drafted using a
codebook are more reliable than example type prompts. Zambrano
et al. [69] used ChatGPT to generate the code book, and compar-
ing it to the automatic coding tool, nCoder, the authors identified
benefits from using ChatGPT and its ability to provide reasons
for generating the code. In human-computer interaction research,
ChatGPT was comparable to that of human coders [52]. Techniques
for improving LLM coding include providing a construct/label di-
rective [21], and Chain-of-Thought (CoT) prompting that elicits
reasons for coding and enhancing the reliability of LLM output[60].
The groundwork for use of the LLM in deductive coding involves
refining the codebook (developed from theory and evidence) to
iteratively clarify the prompt (as often as needed) and comparing
outputs for a selection of samples. Further enhancement is done
by checking the reliability of the output [59, 60].

The development of a codebook-driven prompt based on es-
tablished theories restates the significance theory plays in LA, as
identified by [62]. Currently, there is a lack of research demonstrat-
ing how theory has been used to guide the creation of prompts.
The iterative refinement of the prompt motivated by the codebook
along with humans in the loop paves a way for a logical, tangible,
and trustworthy way of employing LLMs to analyse qualitative data
at scale. It is hence vital to document the steps in prompt creation
using theory to create and validate the codebook and provide real
examples to guide and maintain trust with the LLM. To demon-
strate how prompt engineering for deductive coding can be guided
rigorously by theory, we now introduce the domain of our worked
example, namely, students’ affective engagement. This brief litera-
ture review culminates in the code tree in Figure 3, which forms the
basis for the iterative prompt engineering (Section 3 Methodology).

2.2 Affective Engagement and a Sense of
Belonging

A student’s engagement is a combination of Affective (A), Be-
havioural (B) and Cognitive (C) components, commonly referred
to as the ABC of engagement [28]. This tripartite perspective high-
lights the importance of a holistic consideration of engagement,
extending across socio-emotional and behavioural domains. Af-
fective engagement is expressed through experiencing a sense of
belonging, identification with the learning surroundings, connect-
ing with the environment, self-awareness, self-efficacy and emo-
tional regulation[28]. Behavioural engagement is expressed through
attendance and class participation, while cognitive engagement is
visible through aspects such as grade achievements, self-regulation,
valuing learning and goal setting. These different expressions of
the different dimensions of engagement are therefore demonstrated
through different indicators [44]. In this paper, we focus on the
dimension of affective engagement, as a test case of our proposed
prompt framework [14]. In the next few paragraphs, we describe
the concept of affective engagement as comprising two dimensions:
firstly, a sense of belonging, under the domains of academic belong-
ing, interpersonal belonging, belonging with respect to surroundings
(i.e., spaces and places of learning), and mattering as belonging; and
secondly, as experiencing emotions. We draw on key theoretical and
empirical works in our description.
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2.2.1 A Sense of Belonging. Broadly speaking, students’ sense of
belonging refers to the connection that students feel toward their
learning as well as with others in the academic environment [17].
Recognised as a basic human need, belonging in higher education
has been framed as two important parts, namely fit and value,
where fit relates to how learners fit into an institution and value
indicates the perceptions of feeling valued and accepted by others
within the institution [11]. In a higher education institution, be-
longing encompasses a relatability to others, the social institution
and to oneself. Belonging entails a sense of personal involvement
so that learners feel themselves as indispensable and integral to the
learning surroundings [8]. Empirically, belonging is a motivational
variable that has been linked to numerous outcomes such as transi-
tion [34], academic performance [2] and retention [18]. Belonging,
like engagement, is itself multi-dimensional and complex, [1, 3].
The next section unpacks four domains of belonging as described
in seminal work by experts in the field [1].

2.2.2 Academic Belonging. Academic belonging refers specifically
to the connection that students have toward the learning content,
and the feeling that they are in the right institution, studying the
right discipline, and in the right courses [30]. Academic belong-
ing is expressed through several indicators. Students who have a
strong sense of academic belonging value what they are learning
and are excited by the relation between this and their goals [14, 61].
Excitement to study along with curiosity induces interest in what
they are learning. A learner’s level of interest is expressed through
feelings of positivity and is known to promote independence in
learning [64]. Independent learning gives a learner control over
their learning and is an attribute and measure of academic belong-
ing [9, 15]. Belland et al. [6] linked level of interest and a sense
of belonging to motivation, indicating that learners with a strong
sense of belonging show complete involvement in their study. Im-
portantly, academic belonging is associated with self-efficacy, a
key factor in learning [47]. Self-efficacy promotes resilience in
learners and enhances engagement and facilitates learner success
[28]. Academic belonging is also expressed through curiosity and
enthusiasm, and impact academic performance [43]. Enthusiasm, a
form of emotional engagement, promotes enjoyment, learner satis-
faction and academic achievement. Finally, academic belonging can
also be experienced when learners feel challenged [15]. Challenged
leaners rise emotionally to engage with their learning [29].

2.2.3 Interpersonal Belonging. Interpersonal belonging in higher
education refers to the sense of connection and acceptance that stu-
dents feel with others who are part of their learning environment,
especially, but not exclusively, with peers and faculty. Indicators
of interpersonal belonging include experiencing meaningful social
relationships, feeling valued and respected, and having mutual sup-
port within the educational environment. Feeling socially valued,
experiencing cultural socialization can result in a sense of fulfill-
ment [58] as well as foster agency for academic pursuits. Higher
education providers have a vital role to play in making learners
feel valued and cared for [25, 51]. “Humanising is a pedagogical
approach that created a feeling of being valued and supported
learners’ success [35]. The feeling of being accepted exemplifies
connectedness and a sense of belonging in learning surroundings

[1, 16]. Belonging as a construct is situational and relational pro-
moted by social connections in the learning surroundings [1]. Social
connections and its facilitation of socio-cultural engagement de-
velops “values and norms that initiate student agency” enhancing
self-directed learning [15, 51].

2.2.4 Belonging with respect to Surroundings. This domain of be-
longing involves students’ connection and comfort with the spaces
and places of learning. This is experienced as feeling at ease in the
campus, resonating with the institution’s values and traditions, and
feeling integrated into the broader campus community. Gravett &
Ajjawi Gravett and Ajjawi [19] argue that belonging is related to the
“nuanced, situated and contextualised” inclusive learning spaces
in institutions. A clear personal space enhances socio-cultural en-
gagement and influences the way learners evaluate their learning
and their identity [56]. Learners use innovative ways to achieve
learner competence that is stimulated by the learning surroundings
[43]. Having a designated area for studying and personal activities
fosters a sense of ownership, safety, and self-efficacy [1]. In turn,
self-efficacy, influenced by the socialisation in the learning envi-
ronment, promotes academic achievement [47]. Ahn and Davis [1]
found that some students in their study considered the university
as their home, enhancing their affective engagement. Other re-
search has identified that learner agency and identity is influenced
by the learning surroundings [12, 38]. Social-cultural engagement
is about the “suffusion of culture and thought system, an induc-
tion to learning in the cultural space” [56]. The conceptualization
of learner engagement through the cultural learning space lens
helps in understanding why and how learners learn [68]. The do-
main of surroundings has a socio-cultural influence on learner’s
engagement and helps maintain their identity [1]. Contrarily, a
university’s lack of awareness and commitment to learners and
their learning spaces can be detrimental resulting in disengagement
and attrition [54].

2.2.5 Mattering as Belonging. ‘Mattering’ refers to a student’s feel-
ing of being significant and important to others in a shared context
[51] as well as the feeling that one’s experiences, perspectives and
contributions are significant [10]. A learner who experiences recog-
nition strongly feels a sense of belonging [1]. While, not surpris-
ingly, acceptance by peers promotes belonging [1], Cook-Sather, et
al. [11], Gravett and Ajjawi [19] argue that “mattering as belonging”
may be a healthier way to frame belonging, since students should
matter (have intrinsic value) quite apart from whether they want
or feel that they “fit” (which can also connote negative pressure
to conform). The feeling of mattering significantly influences a
learner’s well-being and their “social and cultural capital” [24]. A
sense of identity, part of a learner’s sense of belonging, helps in
their ability to connect with the learning surroundings and drives
engagement [1]. A learner’s feeling of attaining value promotes
their recognition [58]. Learner engagement as a metaconstruct
subsumes motivation and is influenced by context on how student
agency is expressed in different circumstances. Motivation to com-
plete tasks is driven by a learner’s personal interest and enjoyment
[28]. There is a strong link between personal interest, motivation
and mattering as belonging [6]. A learner’s agency, influences their
adaptability to learn and shape their identity [56].
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2.2.6 Experiencing Emotions. This higher order affective engage-
ment indicator includes a range of emotional responses students ex-
perience in their academic journey. These include managing stress,
happiness, frustration, excitement, and other emotions related to
academic challenges, social interactions, and personal growth. Feel-
ing pride is a dimension of emotional engagement and drives class-
room engagement [49]. Affective engagement includes positive
attitude to learning which influences learners valuing learning
and taking pride in their achievements. Ahn and Davis [1] note
that pride is an indicator of personal space belonging exhibiting a
learner’s emotional state. The emotion of sadness is experienced
when learners do not feel belonged and therefore is negatively re-
lated to belonging [15]. Anger is a negative emotion that diminishes
learner engagement resulting in anxiety and distress and is mag-
nified due to faculty’s lack of concern to learners’ body language
[37]. Donlan et al, [13] report that faculty’s unprofessional expres-
sion of discontent contributes to learner anger and anxiety which
can unhinge a sense of belonging. Competitiveness contributes to
anxiety, an indicator of emotional engagement and is expressed
as nervousness, distress and uneasiness. Juvonen et al, [26] identi-
fied that lack of interpersonal interactions can diminish a sense of
belonging, instigate distress, boredom and contribute to lack of aca-
demic performance. Boredom is expressed as non-participation and
disengagement and contributes to lack of academic performance.
A learner’s academic background and the learning content can con-
tribute to boredom in learners [37]. Faculty has a vital role to play
in reducing boredom and creating happiness in the classroom by
watching for cues such as body language [36]. Feeling happy is an
emotional state of belonging and is driven by social engagement
[1]. Belonging to surroundings can be stimulated by faculty ensur-
ing happiness in learners [57]. Learners’ happiness in learning is
improved through promoting socio-behavioural interactions [37].
These supportive interactions promote positive self-perceptions
that induce academic engagement [50]. A learner feeling positive
manifests differently to the learning surroundings and is contextual
to the learner [15]. There are positive associations between feeling
positive and a sense of belonging [16]. Feeling positive, an affective
engagement indicator can be strongly influenced by faculty [56].
Kahu et al, [27] propose that life-integrated learning, one that is
an intersection of learner experience and interest is a stimulator
of positive feelings in learners. Basic needs theory illustrates that
when learners feel satisfied, it promotes engagement through realis-
ing autonomy, competence and valued learning[43]. Belonging as a
construct is measured as an experience of the feeling of satisfaction
[31]. Personal space belonging includes a learner’s satisfaction with
their learning [1]. Engagement is a “proximal consequence” that
includes learner satisfaction [28, 55]. Satisfied learners are focused
on learning and experience the accomplished feeling of learning
[15].

In summary, the reviewed literature and indicators of affective
engagement, incorporating the four domains of belonging [1] along
with their appearance within six key resources is represented in
the hierarchy tree below (See Figure 3). The reference to each
indicator of engagement from the six sources used is denoted by
X and reiterated with the use of Negative (N) or a Positive (P) to
denote the influence of that indicator on affective engagement.
These helped in developing the codebook and deriving the prompt.

The indicators of affective engagement will be further expanded in
the following sections.

2.3 Aim of study and research questions
The aim of our study is to develop a theory-grounded prompt and
to evaluate the outcomes. We use our GROPROE framework to
examine over 860 student written reflections, with the aim of iden-
tifying affective engagement. To the best of our knowledge, LLMs
have not been used to infer affective engagement and a sense of
belonging through an analysis of student reflections. To guide this
preliminary study, we posed the following research questions:

RQ1: How can prompt engineering be systematically grounded in
theory and evidence?

RQ2: How variable are the results from the theory-grounded
prompt?

RQ3: To what extent do the results from the theory-grounded
prompt agree with human coding of the same corpus?

3 Methodology
The flowchart (see Figure 1) provides an overview of the GROPROE
method. In Step 1, the codebook was developed (Section 3.1). This
was discussed and confirmed and in Step 2, manual coding done by
two researchers, a consensus reached through discussions and IRR
computed in Step 3 (Sections 3.4). In Steps 4 and 5 the codebook
was iteratively refined using CoT resulting in the translation of
the codebook into a prompt (Section 3.3 & 3.4). Azure Playground
was used along with GPT-4 to test the prompt in Step 6. The IAR
was derived in Step 7, followed by the LLMq in Step 8 (Section
3.4). In Step 9, the LLM analysed the rest of the dataset, which was
followed by reporting of the findings in Step 10 (Sections 4). We
now detail each of these steps.

3.1 Codebook development
Following the four domains of belonging framework [1], indica-
tors of affective engagement were derived from six key sources as
shared in the summary of Section 2.2.6 above. We then identified
and grouped the indicators into two higher order categories and
their sub-categories (Figure 2). The codebook provided a brief ex-
planation that illustrated how the code could be used. The result
of analysing this literature was a mapping to the code tree shown
in Figure 3. See the supplementary data file at the end for a more
detailed matrix summarizing each cell.

3.2 Data source
The data were collected as part of a wider research project at Univer-
sity of Technology Sydney (Ethics ETH23-7776), a mixed methods
study aimed at understanding student sense of belonging in an
undergraduate business subject. Students submitted a written re-
flection at the start of semester on their goals for the subject (Stage
I) and at the end of semester evaluating their goals (Stage II). The
dataset comprised a total of 860 reflections (maximum length 500
words), with 430 reflections each from Stages I and II.

3.3 Prompt Engineering
Having developed a codebook grounded in the literature, the next
step was to translate this into a system prompt to elicit quality
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Figure 1: Flowchart of Grounded Prompt Engineering (GROPROE) and its validation

Figure 2: Higher order indicators of affective engagement

output from the LLM. This project was a learning process for us as
a team, drawing on prompt engineering techniques reported in the
literature, as follows.

Prior work on a “codebook-construct label assumption” approach
reports that explicit definitions of labels or indicators [21]. Alto
[4] foregrounds the mix of creativity, intuition and data-driven
approaches which very much characterized our process. Strategies
such as prompt decomposition and multi-prompt learning with a
codebook can help improve IAR [22]. Input-output exemplars were
found to improve outputs [7]. Finetuning of the codebook in our
study with explicit definitions helped improve zero-shot perfor-
mance in NLP tasks as reported in [59]. [21] reported that splitting
the codebook into components helped in evaluating changes to
output performance. Since LLM output can be unpredictable, re-
searchers must check for signs of incoherence [39]. To overcome
this, we used seed-word prompts to provide clear direction. While
GPT-4 was generating outputs based on the codebook, the prompt
needed to be significantly clearer to ensure optimum outputs in-
corporating coding dependent and coding independent dimensions
when analysing the reflections, as noted in [22]. This strengthened

the prompt using supporting context of indicators along with sev-
eral examples for each code, converting it to a few-shot prompt.
Including CoT provided key insights into why the LLM was apply-
ing certain codes in our study (see Discussion: Section 5.2). This
further compelled us to fine-tune the prompt, with revisions to
the codebook, providing additional examples from the sample of
reflections along with simplified definitions. Few-shot prompts
help improve accuracy of LLM output as shared from the study by
[7].

After several iterations including the redesigning of the prompt,
e.g., modifying instructions, formatting words and phrases and
output criteria, we obtained the final few-shot prompt. To illustrate
the prompt’s evolution, the original zero-shot prompt is shown in
Figure 4, and the final version in the Appendix.

3.4 Evaluating the Consistency of Human and
LLM Coding

The quality and consistency of deductive coding as evaluated in
three ways:
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Figure 3: Hierarchical code tree of affective engagement indicators grounded in literature.

· Human-human coding consistency: Two of the authors used
the codebook to deductively code 20 randomly selected stu-
dent reflections (sample set). The techniques used in the
analysis were aligned to the line-by-line coding processes

reported by other researchers using LLMs for deductive cod-
ing [22]. Disagreements and anomalies between the coding
of the researchers were resolved in meetings and IRR was
calculated using Cohen’s Kappa [20].
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Figure 4: An early zero-shot prompt example

· Human-LLM coding consistency: LLM-coding was compared
to the results of human coding, and IAR computed using
Cohen’s Kappa [20].

· Consistency of LLM coding: To manage the intrinsic vari-
ability of LLM output, Tai, et al. [53] propose a metric of
Large Language Model Quotient (LLMq), in which the text is
coded repeatedly (e.g., potentially hundreds of times, clearly
impractical for human researchers). As Tai et al. [53] put it,
each iteration is akin to “a new coder deductively analysing
the text using the codebook”. When graphed, LLMq shows
the prevalence and stability of each code, clarifying how
many iterations are required for each code to stablise, re-
sulting in a more robust understanding of the LLM’s coding
behaviour. We calculated LLMq for GPT-4 over 10, 20, 30,
40, 50 and 60 coding iterations, for each of the 20 reflections
in the sample set, resulting in 1200 iterations.

4 Results
4.1 RQ1: How can prompt engineering be

systematically grounded in theory and
evidence?

The final few-shot prompt (see Appendix) to analyse the student
reflective writing was built from the theory-derived codebook, it-
eratively refined based on outputs from the LLM and through dis-
cussions amongst the researchers. The codebook was developed

using the four domains of belonging framework [1] aided by evi-
dence from literature, with “experiencing emotions” being added
as another higher order code. The codebook with examples and
clear definitions was used by the researchers to manually code
the sample set twenty reflections. The results demonstrated the
validity of the prompt, demonstrating that LLMs can help achieve
sound qualitative textual analysis. By providing clear, step by step
instructions in the prompt, we tuned the LLM to evaluate student
reflections sequentially and generate output as required along with
CoT reasoning. In answer to RQ1, therefore, we conclude that the
substantial agreement between LLM and human coders is evidence
that the literature on student affective engagement and belonging
had been effectively translated into the codebook, and from there,
into the system prompt.

4.2 RQ2: How variable are the results from the
theory-grounded prompt?

Having established substantial IAR between human and LLM cod-
ing, each reflection in the sample set was then analysed 60 times.
As a metric of coding consistency, LLMq was calculated per code.
Figures 5 and 6 illustrate how the LLM applied the five codes to two
texts, Reflection 5 and Reflection 8. For instance, in both reflections,
the code academic belonging was consistently applied in nearly
100% of the coding iterations, whilst belonging to surroundings was
applied in only 14-20% of iterations in reflection 8. The LLMq re-
sults and the comparison of results between the two reflections
confirmed that the output from the LLM showed consistency across
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Figure 5: Graphing LLMq for sample reflection 5 text over
60 iterations.

Figure 6: Graphing LLMq for sample reflection 8 over 60
iterations.

multiple iterations for three of the five codes in both reflections,
but not for interpersonal belonging and belonging to surroundings
for reflection 8.

4.3 RQ3: To what extent do the results from the
theory-grounded prompt agree with human
coding of the same corpus?

The final IRR between the two researchers resulted in a Cohen’s
Kappa of 0.74. The IAR between human coding and machine coding
resulted in a Cohen’s Kappa value of 0.76, indicating substantial
agreement [33]. However, on closer inspection, there were some dif-
ferences between machine coding and human coding of the sample
set, for a couple of indicators. Specifically, the indicators, expressing
emotions, academic belonging and interpersonal belonging showed
similarity to the LLM output, but there were some differences be-
tween the coding outputs for belonging to surroundings and to some
extent mattering as belonging. Upon examining the LLM’s reason-
ing behind its coding, we realised that it was sometimes considering
factors beyond the university environment, whereas the human
coders considered factors only within the university environment.
Table 1 illustrates how the LLM coded a student reflection incor-
rectly as belonging to surroundings, and another as mattering as
belonging.

5 Discussion
Reflecting on our experience of designing this process, we consider
three points.

5.1 When the prompt becomes the codebook
This paper’s title is prefixed “when the prompt becomes the code-
book”. This reflects a transition in our process, whereby the gradual
elaboration of the system prompt in the Azure Playground (with in-
creasingly precise indicators and examples) resulted in the prompt
becoming ‘the source of truth’. The original codebook was no
longer being referred to and updated, it was the prompt that was
our working definition, and which guided the re-coding that the
researchers did. In the context of how we re-imagine human-AI
interaction for knowledge-intensive work such as this, we find this
transition intriguing. Prompting the LLM to code correctly and
report the results efficiently may be seen as analogous to designing
a codebook which explains to a research assistant how to apply
a theory, and how to present their results. The requirement to
make explicit one’s mental hierarchy of codes and the criteria to
differentiate them is precisely what we accomplished through the
GROPROE process. In the next section, we describe an incident
where — like a good research assistant — the LLM challenged, and
changed, our thinking.

5.2 LLM agency and sycophancy
In an early version of the coding tree, a branch was: Affective
Engagement → Experiencing Emotions → Feeling Interested. How-
ever, we found that the LLM was consistently coding texts that we
as researchers considered to be examples of this, under the other
main branch: Affective Engagement → Sense of Belonging → Aca-
demic Belonging . To gain insight into the LLM’s coding behaviour,
we therefore edited the prompt to report “Reasoning behind selecting
the given affective engagement, subcategories and indicators” and
engaged in a conversation with the chatbot. This was indeed en-
lightening, as illustrated in Table 2 and Figure 7. Weighing this
reasoning felt very similar to listening to a colleague defend their
coding and convinced us that the coding scheme needed updating.
Consequently, Feeling Interested was moved in the tree to become
another indicator of Academic Belonging. Subsequent LLM coding
now matched the code tree. While this exemplifies a productive
experience, a cautionary note is important. The final question in
the chat demonstrates how the chatbot ‘backed down’ when chal-
lenged. This exemplifies the phenomenon of ‘chatbot sycophancy’,
an in-built bias to please the user resulting from the training that
the foundation models such as GPT-4 have undergone, and cur-
rently the subject of systematic evaluations [45]. Researchers must
be alert to such biases, weigh the validity of the AI’s reasoning, and
take responsibility for the choices they make.

5.3 Deductive Coding for Belonging Analytics
The specific context in which GROPROE has been demonstrated is
that of Belonging Analytics, that is, the use of learning analytics
techniques to identify indicators of a student’s sense of belonging
[32]. As explained in 2.2.1, sense of belonging is a complex, multi-
faceted quality, but one that we hypothesised is expressed in how
students write about their educational experiences. This paper’s
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Figure 7: Chat transcript in which GPT-4 is asked to redraw the code tree and place Feeling Interested under the most suitable
sub-code of Sense of Belonging. It explains why it chose Academic Belonging. However, when challenged, “Are you sure about
this?”, the chatbot’s bias to please leads it to justify changing its decision.
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Table 1: Examples of incorrect coding by LLM for two codes, Belonging to Surroundings and Mattering as Belonging. The LLM’s
reasoning shows that it was drawing on factors outside the university context.

Quotation from student reflection Belonging to
Surroundings

Reasoning

”Within the next 2-3 years my career aspirations look like Buying the current
company I am currently working at, growing my online e-commerce company that I
have just built this year, that is a partnership, growing my event’s planning business
that I have just started this year also and my long term goal would be to have a hand
in starting an organisation in saving and protecting not just children but adult sex
trafficking victims.”

Appreciation of the
digital, physical and
cultural learning
environment

The student appreciates
how their education will
help them achieve their
goals.

QUOTATION Mattering as Belonging Reasoning
”As well as the fear of failure and disappointing my parents…they do expect myself
and my siblings to aim for the best.”

personal identity
(influenced by family),
recognition (of family
sacrifices)

The student relates their
interest and emotional
stress to familial
pressures

Table 2: Extract from LLM output file. Chain of Thought reasoning explains why the LLM considered Feeling Interested to be
an indicator of the higher order code Academic Belonging (contrary to the original codebook).

Quotation from student reflection Academic Belonging Reasoning

I will redo all the quizzes which provided by the lecturer, tutor
and U-Pass helper. I will discuss with my classmates after each
lesson to strengthen what I have learned.

valuing learning, showing complete
involvement in studying, feeling
self-efficacy, feeling independent,
expressing motivation to study,
feeling interested, feeling committed

The student is showing a high
level of commitment and
involvement in their studies, and
they are motivated to learn and
understand their coursework.

Due to my study curriculum, we are required to undergo
accounting subjects in order complete the course. This is now
my second accounting subject, and I have noticed that it has
helped me in relation to running my own company, as well as
allowing me to have a greater understanding of the world and
how accounting plays a large aspect in running a business.

valuing learning, showing complete
involvement in studying,
experiencing opportunity to learn
and achieve goals, feeling
self-efficacy, expressing motivation
to study, feeling interested, showing
curiosity, feeling challenged, feeling
committed

The student values the learning
process and is fully involved in his
studies. He sees the opportunity
to learn and achieve his goals,
feels capable and motivated, is
interested and curious about the
subject, and is committed to his
academic goals despite the
challenges.

results provide the first example of using LLMs to code student
writing for such complex indicators, extending the examples that
our research has reported to date [32, 40]. Future work could embed
this LLM-prompt into survey analytics to assist in the analysis of
open-ended student responses or embed it into a student-facing
chatbot in order to investigate strategies for adapting conversa-
tional moves.

5.4 Limitations
We acknowledge that this study is not without limitations. Fore-
most, while the LLM was able to conduct deductive coding on this
large text corpus, this was only able to be evaluated against a com-
paratively smaller, human-coded sample (2% of the dataset), which
may not be representative of the full dataset. Secondly, unlike the
original LLMq study [53] where 160 coding iterations were per-
formed, our study performed 60 iterations per text due to technical
limitations. Future research with a more advanced infrastructure
will overcome this.

6 Conclusion
This paper has argued that when LLMs are being used to code texts
deductively from an educational perspective, we need to ground the
prompt engineering as rigorously as possible in whatever theory (or
other conceptual model) expresses that perspective. The Grounded
Prompt Engineering (GROPROE) process we have presented offers
a principled way to map from the relevant literature to a coding
tree, and then translate that into a system prompt. In documenting
and evaluating on our use of GROPROE to design a tool to conduct
automated coding of sense of belonging in student reflective texts,
we have evidenced both the process and products of such an ana-
lytic process. Our critical reflections draw attention to the insights
that may be gained from an LLM’s ability to explain its coding,
with a cautionary note regarding their sycophantic bias to please
the user when engaging as a chatbot. As long as the interpretive
agency remains with the humans, LLMs appear to offer significant
potential as an intellectual tool to augment deductive coding. The
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worked example concerned students’ sense of belonging, so fu-
ture work should test this prompt on other texts, and GROPROE’s
generalizability as a process to other educational contexts.

Supplementary data file: Detailed mapping from literature to
code tree (expanding Figure 3): https://osf.io/qpe42/
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Appendix
Final system prompt for deductive coding of student sense of belonging
I am inviting you to participate as a researcher in my research project. The objective is to analyse students’ written reflections on their
emotional experiences while learning in a HIGHER EDUCATIONAL environment. I have asked the students to share their reflections and
feedback about their educational journey.
Affective Engagement is evidenced ONLY if one or more of the following two categories is present:
1. EXPERIENCING EMOTIONS refers to the awareness and recognition of emotional states because of academic and social interactions
and exchanges in a university environment. For example, these could be experiencing pride, experiencing sadness, feeling angry, feeling
anxious, feeling bored, feeling distressed, feeling happy, feeling hopeful, feeling positive, experiencing satisfaction, and feeling
accomplished to name a few.
2. FEELING A SENSE OF BELONGING refers to the feeling of being accepted, valued and included within the university. This has four
sub-categories, namely:
2.1 ACADEMIC BELONGING: When the students refer to the importance of acquiring and applying specific knowledge and skills in their
field of study, engaging with their coursework, understanding their field and academic achievements.
Example: ”I feel a deep sense of accomplishment when I understand complex theories in my major. This validation from my coursework
reassures me that I am on the right path in my academic journey.”
Example: “I can understand and appreciate the need for proper accounting skills, and just how important it is to any business foundation.”
2.2 INTERPERSONAL BELONGING: When the students refer to their desire for a supportive and engaging social environment provided
by their university, it is related to interpersonal belonging. This centers on the social aspect of university life, including how students feel
connected and valued in their interactions and relationships with others in the university environment
Example: ”Joining the study group has been incredibly rewarding. I feel a strong bond with my classmates, and the support from my
professor makes me feel like an important part of the academic community.”
Example: “I aspire to work at an interactive social environment that is provided in my job to be able to meet new people and make more
friends.”
2.3 BELONGING TO SURROUNDINGS: When the students refer to their comfort and connection with the physical, digital spaces and
cultural environment of the university, it is related to belonging to surroundings.
Example: ”The new library’s modern design and comfortable study areas make me feel at home on campus. I appreciate how the
university’s cultural events reflect a diverse and inclusive environment that resonates with me.”
Example: ”The quiet study nook I have in the library feels like my own personal retreat. Having a dedicated space where I can focus and
organize my thoughts helps me manage my academic workload effectively.”
2.4 MATTERING AS BELONGING: When the students refer to their sense of ownership, comfort, and security in their learning
environment, it is related to mattering of belonging. This involves students feeling about their personal space and resources within the
learning environment, and how these contribute to their academic achievements.
Example: “the ideating exercise in week 2 helped me connect many of the goals I didn’t realise I had, forming one more concise idea of
what my ideal future looks like”
Example: “The quiet study nook I have in the library feels like my own personal retreat. Having a dedicated space where I can focus and
organize my thoughts helps me in managing my academic workload effectively”
After you have identified these categories and any subcategories within the students’ reflections, please determine which indicators
belong to each subcategory according to the following coding scheme:
A Sense of Belonging with the Sub-categories and Indicators being:
- Academic Belonging Codes: expressed as valuing learning, showing complete involvement in studying, experiencing opportunity to
learn and achieve goals, feeling self-efficacy, feeling independent, expressing motivation to study, feeling interested, showing curiosity,
showing enthusiasm, showing interest, feeling challenged, feeling committed, feeling inquisitive
- Interpersonal Belonging Codes: expressed as feeling valued, feeling cared for, feeling included, feeling supported, feeling important,
feeling accepted, feeling connected, interpersonal interactions, experiencing social connections,
- Belonging to Surroundings Codes: expressed as appreciation of the learning environment, cultural space, local surroundings, locality,
- Mattering as Belonging Codes: expressed as personal identity, personal interest, recognition, self-confidence
Your main task is to read each reflection and recognize the affective engagement, subcategories and indicators for each subcategory used
by this student. For each identified affective engagement, please provide:
- Name of the affective engagement, subcategory and indicators,
- The part of the text where you found this affective engagement, subcategories and indicators,
- Reasoning behind selecting the given affective engagement, subcategories and indicators.
Here are some instructions that I want you to follow:
It’s important to note that a single sentence in a student’s reflection may reflect multiple affective engagement categories, indicating the
complexity and interconnectedness of engagement. I want you to include all the engagement categories. Please focus solely on direct
evidence of each category.


