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Collocated teamwork remains a pervasive practice across all professional sectors.
Even though live observations and video analysis have been utilized for
understanding embodied interaction of team members, these approaches are
impractical for scaling up the provision of feedback that can promote developing
high-performance teamwork skills. Enriching spaces with sensors capable of
automatically capturing team activity data can improve learning and reflection.
Yet, connecting the enormous amounts of data such sensors can generate with
constructs related to teamwork remains challenging. This article presents a
framework to support the development of human-centered embodied teamwork
analytics by 1) enabling hybrid human–machine multimodal sensing; 2) embedding
educators’ and experts’ knowledge into computational team models; and
3) generating human-driven data storytelling interfaces for reflection and decision
making. This is illustrated through an in-the-wild study in the context of healthcare
simulation, where predictive modeling, epistemic network analysis, and data
storytelling are used to support educators and nursing teams.

Individuals who demonstrate effective teamwork
and communication skills are in high demand
across all professional sectors.1 High-stakes sec-

tors, such as healthcare and emergency response
(e.g., see Figure 1(top), are particularly susceptible to
underdeveloped teamwork skills, where if teamwork
issues are not addressed, wrong decisions may lead to
people getting injured or even death.2 It is thus of
great importance for education providers to produce
graduates who are equipped with the skills that mem-
bers of high-performing teams require.

Making evidence of teamwork activity available for
learning and assessment has been proposed as an
effective way to encourage team members to reflect
on their own experiences to learn from them.3 Yet, in
practice, educators, coaches, and team members
commonly have sparse evidence to reflect upon.4 Cre-
ating spaces equipped with sensors and input devices

capable of automatically capturing multimodal behav-
ioral traces of collocated team activity can potentially
be used to assess it for the purposes of learning,
reflection, and coaching.5 These traces can range
from low-level logs, such as click-streams, to nonmedi-
ated human actions, such as body positioning, manip-
ulation of objects, and gestures. These automatically
captured activity logs, along with the observation by
team experts or coaches, can be analyzed using data
science and artificial intelligence (AI) techniques to
cluster team behaviors, identify archetypal teams, and
identify highly effective practices.6

A growing body of contemporary research has
aimed at modeling salient aspects of teamwork using
sensor-based multimodal innovations in learning con-
texts5 and for research purposes.7,8 Other works have
proposed conceptual frameworks, such as the input-
process-outputs, to align teamwork salient aspects
with multimodal and sensor data.9 Yet, little work has
moved from conceptualization to actual solutions
focused on both supporting and involving the end-
users (i.e., team members and their coaches) in the
coconfiguration of the analytics they will ultimately
use. Connecting the enormous amounts of data,
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which sensors can generate with meaningful con-
structs related to high-performance teamwork (e.g.,
effective communication, coordination, and leader-
ship) remains a key challenge. The critical underex-
plored challenge is how to assist educators and
learners, who may be considered nondata science
savvy users, in the formative assessment and improve-
ment of collocated teamwork, by making multimodal
activity traces visible and available for computational
analysis, and rendering these in meaningful, action-
able user interfaces.

This article presents the Human-Centered Embod-
ied Teamwork Analytics (HuCETA) framework, which
is designed to address the aforementioned challenge
by enabling people without formal data analysis train-
ing to directly contribute their expertise on teamwork
or the team task to key analytics tasks, namely

1) multimodal sensing, 2) team modeling, and 3) the
automated generation of team data visualizations. We
illustrate this through an in-the-wild study in the con-
text of healthcare simulation; and briefly discuss
implications of automatically generating meaningful
representations from sensor data.

THE HUCETA FRAMEWORK
An overview of the conceptual framework is shown in
Figure 1(bottom). The framework incorporates a net-
work of wireless sensors that captures multimodal
team activity (e.g. voice, body position, physiological
signals, and torso rotation), and three computational
components: 1) hybrid human–machine sensing;
2) quantitative ethnographic team modeling, and 3) an
expert-driven storytelling engine. Each of these three

FIGURE 1. Top: A training hospital ward for running high-fidelity team simulations enriched with wearable sensors capable of

automatically capturing team activity data. Bottom: The Human-Centered Embodied Teamwork Analytics HuCETA) Framework:

a teamwork analytics infrastructure enables human agents to contribute their expertise to the modeling of team performance,

generating exploratory and explanatory visual analytics for researchers, educators/coaches, and teammembers.
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components can provide user interfaces for various
stakeholders to provide input to the modeling and AI
algorithms or to receive outputs in the form of explor-
atory and explanatory user interfaces. Each compo-
nent is further described below.

Hybrid Human–Machine Sensing
Sensors can capture vast amounts of interaction data
from physical spaces at scale without observers influ-
encing the activity. Although such data can directly be
mined using data science and AI techniques, data are
commonly and easily stripped from their higher order
meanings.4 In contrast, compared to sensors, humans
are able to observe a much broader spectrum of physi-
cal and social events and give meaning to certain
team actions. Yet, humans are not as reliable as a
tested sensing infrastructure in terms of the correct-
ness of certain reported observations.10

Inspired by the notion of “humans as sensors,”10

the first component aims at integrating the advan-
tages of both people and sensors in capturing activity
traces by enabling hybrid human–machine unobtru-
sive observations. A network of wireless sensors can
be used to monitor team behaviors that can be hard
for humans to track (e.g., exact positions and angular
body orientation of team members) or be completely
invisible to a regular observer (e.g., sudden changes in
physiological signals or subtle prosodic features of
speech). Humans (e.g., coaches, researchers, or team
members), equipped with suitable user interfaces, can
log critical events as activity unfolds, or afterward for
the purpose of contextualizing the various streams of
data. It can also serve to estimate the reliability of
observations when multiple observers are coding
behaviors for further classification purposes.

Quantitative Ethnographic Team
Modeling
While logs can illuminate what users do, they often say
much less about why.11 We address this challenge of
enriching quantitative data streams with the qualitative
insights needed to make sense of them by embracing a
quantitative ethnography (QE) approach.12 QE views Big
Data as evidence about the discourse of a particular cul-
ture. Tomakemeaning from this evidence, and thus gain
some understanding of the culture, the aim is to achieve
a qualitatively “thick” description of such data, that is,
the low-level data needs to be coded into meaningful
higher order constructs. For example, low-level x-y posi-
tioning coordinates can be automatically coded into
spatial and orientation relationships among teammem-
bers in the physical space (i.e., f-formations), which can

be indicative of effective team practices.13 A combina-
tion of particular team members’ formations and
actions can be indicative of performance.

Inspired by this idea, this component builds a
model, termed the multimodal matrix,14 which takes
as inputs: 1) multiple streams of team data from both
sensors and human observers coming from the prior
component Figure 1(bottom); and 2) the semantics
(i.e., codes), derived from a qualitative interpretation
of the context in which the team activity occurs.
These codes can be provided to the computational
systems by researchers (e.g., team experts), or educa-
tors, coaches, and task designers (i.e., task experts)
using an input user interface. These can take the form
of rules, parameters, or templates used by the system
to convert low-level data into meaningful information.
For example, task experts or researchers can create
rules to assess whether certain combinations of
logged events are indicative of correct team proce-
dures or set threshold parameters to assess whether
the physiological signals are indicative of higher stress
levels. Similarly, AI models could be applied to auto-
matically label the discourse of the team to identify
instances of high-performance team dialog.

Outputs from this component can be in the form of
exploratory user interfaces designed for experts in
data analysis or researchers in team science and edu-
cational technologies in search of insights from unfa-
miliar datasets.15 Exploratory interfaces invite people
to explore the data without a strong educational or
coaching goal in mind. However, to support less tech-
nical team members and educators/coaches, we pro-
vide the next component in the framework.

Expert-Driven Storytelling Engine
Significant progress has been made in recent years to
integrate and analyze multimodal data.16 Integration
of data streams from various modalities and actors
can result in complex interfaces and difficult interpre-
tations. Yet, little research has examined the challenge
of visualizing and supporting sensemaking of these
data to inform team coaching and learning.

Data storytelling is an emerging suite of informa-
tion design and “compression” techniques to help an
audience effectively understand what is important in
a visualization by communicating key messages
clearly through a combination of data, visuals, and
narratives.15 This component is inspired by human-
centered AI notion of supervisory control, which pro-
motes the human operation and oversight of highly
automated systems.17 This component takes as an
input a set of parameters from team performance
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experts (i.e., educators and task designers who have
expertise in what highly effective teamwork looks like
for a particular scenario). It then automatically renders
visible the modeling outputs in the form of data sto-
ries in ways that end-users (e.g., team members and
their coaches) can readily understand.

A data story can, for example, highlight key data
points and add text descriptions to a chart to commu-
nicate the assessment of a team’s procedure. It could
also inform team members about errors they made by
highlighting such errors in a visualization. It can also
show members their recorded stress levels to spark
conversations about emotions experienced in a reflec-
tive debrief. As a result, this approach generates
explanatory learning analytics visualizations that com-
municate insights rather than data points.15 We illus-
trate this and the other components of the framework
through an authentic case study presented below.

CASE STUDY
Based on the framework described above, we are
developing an open-source embodied teamwork ana-
lytics platforma distilling progress from a five-year
learning analytics program in healthcare teamwork
simulation. This section presents two studies illustrat-
ing how the framework supports the development of
human-centered teamwork analytics for in-the-wild
nursing education.

Participants, Educational Context, and
Task
The simulations presented in this case study were con-
ducted in an authentic learning setting as part of the
regular classes of a nursing degree between August and
September 2021. The case study focuses on 57 team
simulations (228 students, aged between 20 and 23) in
which all four team members consented to participate.
Three educators led these simulations, taking turns to
evaluate student (task and collaboration) performance
from a one-way mirror control room. Each simulation
started with an educator’s briefing introducing the sce-
nario. Students performed the simulation with four
patient manikins controlled by educators from the con-
trol room, and a patient’s relative played by an educator
(see “Actor” in Figure 1 (top). The average duration of
simulations was 20.25 min (std ¼ 8.13 min). After each
simulation, an educator evaluated the performance of
each team in terms of the collaboration and task-related
learning objectives using a seven-point likert scale. We

identified a team as high performing in terms of collabo-
ration or task performance if their score was within the
top three out of seven scale items. This binary classifica-
tion rule was validated by the educators.

Apparatus and Data
All consenting students were asked to wear a waist
bag containing an indoor positioning sensorb to col-
lect spatial data such as body orientation and x-y
coordinates (measured in degrees and millimeters,
respectively). Each student also wore a wireless head-
set microphone connected to an audio interface to
enable real-time synchronization, and a physiological
wristbandc to record their physiological data (e.g.,
electrodermal activity and heart rate). All sensors can
be controlled using a central synchronization platform
recording data locally and/or to a cloud repository. In
this study, all team simulations were video recorded
locally using a 180� camera.

Study 1: Spatial Analytics for Team
Assessment
This study illustrates how the framework was applied
to support teachers’ teamwork assessment by model-
ing students’ positioning data.

Input: Quantitative Ethnographic Codes
We first captured the combined expertise about team-
work and task performance from the simulation task
designer, two experienced nursing educators, and two
members of our data science team. These experts
designed a rule-based classification template that
maps from students’ indoor positioning data to mean-
ingful spatial constructs related to team behaviors
that are likely to occur in certain areas of the learning
space Figure 2 (left). The primary task spaces were
those in which students worked with the medically
deteriorating patient [see red encircled areas in
Figure 2 (left)]. The meaning of team members’ pres-
ence in spaces encircled in blue related to procedural
tasks that were less critical secondary tasks.

The social aspects of students’ spatial behaviors
were also embedded into the mapping template. The
template encodes a potential instance of collabora-
tion if the proximity between two students was within
1 m for more than 10 consecutive seconds (to prevent
misidentifying unintended collocation, for example,
when students passed by each other). Four different
types of spatial constructs were classified based on

aYarn-Sense htt_ps://teamwork-analytics.github.io/yarn-sense/

bPozyx htt_ps://www.pozyx.io
cEmpatica-E4 htt_p://lp.empatica.com/e4-wristband
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the combination of task spaces and collaboration
behaviors. Collaborate_Primary (CP) and Indepen-
dent_Primary (IP) represent two or more students
working collaboratively and each student working indi-
vidually on the primary task, respectively. In contrast,
Collaborate_Secondary (CS) and Independent_Secon-
dary (IS) represent two or more students working col-
laboratively and each student working individually on
the secondary task, respectively.

Another two spatial constructs were identified
through the combined efforts of researchers and teach-
ers. Based on teamwork theory,2 an essential stage of
effective teamwork involves team members discussing
and distributing the responsibilities of different tasks.
The teachers suggested that this Task_Distribution (TD)
behavior could be captured if two or more students
were collocated outside of the task spaces, where they
were more likely to distribute responsibilities instead of
collaborating on specific tasks [see an example in
Figure 2(left)]. Teachers also suggested the importance
of monitoring students’ Task_Transition (TT) behaviors,
explaining that when team members move from one
task to another frequently it commonly indicates feeling
overwhelmed and insecure.

Expert-Driven TeamModelling
We built five ML models, namely, logistic regression,
support vector machine, random forests, k-nearest
neighbors, and multilayer perceptron artificial neural
networks, to predict teachers’ task and collaboration
performance assessment scores, differentiating low-
performing from high-performing teams. The aggre-
gates of the spatial constructs over the whole team
activity were used as the input data, e.g., the percent-
age of time each team demonstrated in each of the
aforementioned six spatial constructs. Further details
about the dataset sampling and the predictive model-
ing can be found in Yan et al.18

Behavioral differences between low-performing and
high-performing teams were revealed through ENs.12

These calculate the sequential occurrence of the spatial
constructs for each team during the whole simulation.
For example, two students moving together from the
primary to the secondary task would bemarked as a co-
occurrence of the codes CP and CS, and this would con-
tribute to a thicker edge between such nodes in the EN.
Visualizations in Figure 2 (right) represent differential
networks between high-performing (blue) and low-per-
forming (red) teams (i.e., red links show where low-

FIGURE 2. Left: Floor plan of the simulation space as a template for mapping from x-y coordinates of team members to spatial

constructs. Right: Epistemic network (EN) comparison plots of all the low-performing (red edges) and high-performing (blue

edges) teams that participated in the study, regarding their task (top) and collaboration (bottom) performance. Nodes represent

spatial constructs: CP/CS ¼ presence of two or more nurses in areas associated with the primary or secondary tasks, respec-

tively; IP/IS ¼ physical presence of a single nurse in areas associated with the primary or secondary task, respectively; TD ¼ two

or more nurses distributing tasks; TT ¼ a single nurse transitioning from a task area to another.
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performing teams had more co-occurrences than the
high-performing teams, and vice versa).

Outputs: Exploratory Interfaces
Concerning the predictive models, these demonstrated
an acceptable level of accuracy (best AUC¼ 0.74) in dis-
tinguishing between low-performing and high-performing
teams regarding their collaboration performance based
on their spatial behaviors. Although such accuracy still
requires improvements before being suitable for practical
adoption, in a post-hoc focus group, teachers already
envisioned its potential role as a confirmatory tool to
boost the confidence of beginner and inexperienced
teachers regarding their assessment on collaboration
performance, a common highly subjective evaluation.

Concerning the ENs, the teachers endorsed these
as supportive tools for post-hoc reflective debriefs.
The resulting visualizations Figure 2(right) showed
clear differences in the strategies of low-performing
and high-performing teams. In particular, low-perform-
ing teams prioritized the secondary task, working
either collaborative or individually and rarely engaged
in task distribution (see thicker red lines linking vari-
ous constructs, especially the nodes related to the
secondary task—IS and CS). In contrast, the high-per-
forming teams focused mainly on working collabora-
tively on the primary task and frequently engaged in
task distribution (see blue lines linking various con-
structs mainly with the nodes CP and TD).

We do not consider the ENA examples to be pol-
ished user interfaces suitable for most teachers, and
indeed, our other work has shown the potential for con-
fusion in interpreting them.13 The fact these teachers
were able to comprehend the ENs, despite their inher-
ent complexity, potentially reflects the benefits of their
early involvement, contributing their first-hand exper-
tise to give meaning to data. Such involvement could
empower themwith the knowledge to comprehend the
ENs and enhance their confidence in using these visu-
alizations. The teachers explained that they would like
to use these visualizations to encourage reflective
practices in both low-performing and high-performing
teams. For the former, this would involve contrasting
their incorrect prioritization strategy with the correct
ones and guiding them through the underlying reasons
behind their strategies. For the latter, the ENs can also
act as visual evidence to encourage them to reflect on
the elements that helped them succeed.

Study 2: Data Stories for Students
This study illustrates the framework’s application to
automatically generate data stories to support stu-
dents’ reflection on their team activity.

Input: Human Logging
To provide context for the analysis, task designers and
educators defined five critical actions that an effective
team should accomplish promptly, namely: 1) adminis-
tering oxygen after the patient had respiratory depres-
sion; 2) assessing vital signs every 5 min; 3) ceasing
PCA (patient-controlled analgesia) after the patient
had altered conscious state; 4) activating Medical
Emergency Team (MET) calls after the patient started
deteriorating; and 5) administering Naloxone after-
wards. While these actions can be performed by indi-
vidual team members, it is the effective coordination,
communication, and timeliness of such actions that
enable the differentiation between high and low per-
forming teams. These actions, which were too complex
for automated logging, were logged by a researcher
either in real time or post-hoc using a web-based log-
ging interface that injected the logs as a new column
per teammember into themultimodal matrix.

Expert-Driven TeamModeling
Figure 3(a) shows a storytelling editor that an educa-
tor or coach can use to translate their pedagogical
intentions into rule-based algorithms that the system
can use to render visual data stories [see Figure 3(b)].
The user can select the type of story from a predefined
set of options (e.g., feedback based on interpersonal
proximity or on the timeliness of actions). Then, the
user can select the actions, phases in the team activ-
ity or constructs that need to be considered in the
modeling. For example, Figure 3(b) shows an example
of a data story focused on interpersonal proximity
(i) while the team of nurses were engaged on the pri-
mary task (being near bed 4, the patient that required
more attention) during the handover (ii). The users
can also select the team member(s) that they want to
provide feedback to and define a personalized feed-
back message that would appear in the output of the
modeling [see Figure 3(iii) and (iv)].

The storytelling editor is used as input for the team
modeling infrastructure. Team data can be imbued
with contextual meaning using such inputs from team
experts, educators, or coaches. For this study, we
instantiated a multimodal matrix using the critical
actions logged by the human observers and the posi-
tioning data captured by the positioning sensors. Part
of the matrix is used to identify team successes and
errors based on the logged critical actions. Three
types of errors were automatically identified for this
simulation. Sequence errors are flagged if the team
performed critical actions in the wrong order, for
example, if they forgot to perform a vital signs assess-
ment. Timeliness errors are identified if team members
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FIGURE 3. A: Web-based storytelling editor that an educator or coach can use to translate their pedagogical intentions into rule-

based algorithms that the system can use to render web-based, visual data stories. B: Data story example associated with the

copresence of team members near the four patient beds. C: Other example data stories that communicate an error (top) and a

correct action by the same nursing team (bottom).
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reacted slowly according to healthcare guidelines and
the educator’s experience, for example, if they took
more than 5 min to stop the PCA. An error related to
frequency of actions is defined by calculating the
timestamp difference between two critical actions
that are meant to be repeated, for example, assessing
the patient’s vital signs every 5 min. In this case, the
columns in the matrix correspond to all the actions
that team members are expected to perform, and
rows indicate the time (one row per second) when
each action was performed by a particular team mem-
ber. Thus, the rules created by the educator using the
storytelling editor assess the order, timeliness, and/or
frequency of the selected actions.

The remaining columns in the matrix were defined
to model low-level positioning data into higher order
proximity constructs. Considering the construct of
copresence in interactional spaces, it was possible to
validate the proportion of time that nurses spent in
close proximity (within a distance of 0m–1.5m13) to
1) the four patients; 2) the patient in the primary bed;
and 3) other team members. Here, the columns of the
matrix corresponded to the detected proximity among
team members and patients; and rows captured the
time when such co-presence was detected. Educators
can configure the kind of feedback to be generated
for each case as illustrated in Figure 3, and detailed
next.

Outputs: Explanatory Interfaces
Figure 3(b) presents an example of a data story
emphasizing that a team was highly effective in priori-
tizing the patient in bed 4. Figure 3(c) presents two
additional data stories, one highlighting an error that
the team made (top) and another showing a critical
action performed correctly (bottom). Both interfaces
have a self-explanatory title headlining the primary
message (Figure 3(v); elaborated by the feedback nar-
rative crafted by the educator to explain strengths/
weaknesses (vi). Moreover, the data stories both high-
light (vii) and directly annotate (viii) relevant data
points, in this case, the critical actions that were used
by the rule-based algorithm configured by the educa-
tor to create each story. In prior works, we have evalu-
ated high-fidelity prototypes of these explanatory
visual analytics, and gained evidence that students
were positive about the potential of these data sto-
ries.19 In our most recent evaluation with 41 nursing
students who engaged with a fully automated version
described here, we corroborated that students used
the data stories as evidence to reflect on their prior
performance. For example, some students realized
that the team did not react as promptly as they

recalled. The data stories also supported them to for-
mulate strategies to address weaknesses in their com-
munication and performance.

In addition to Studies 1 and 2, empirical evaluations
of user interface prototypes show that data storytell-
ing can drive visual attention to the key details in a
visualization;15 that visualizations of nurses’ position-
ing provided educators with insights that helped them
differentiate good from poor teams13; and that the
data stories [Figure 3(c)] helped students to identify
misconceptions, strategize improvements to address
errors, and reflect on their arousal levels.19

DISCUSSION
Our experiences in designing and deploying the two
studies in our case study have brought to light three
overarching themes related to improving future
human-centered teamwork analytics.

Synergy Between Human Intelligence
and AI
In Ben Shneiderman’s17 view, “computer scientists
should build devices to enhance and empower—not
replace humans.” From a human-centered AI perspec-
tive, our HuCETA framework blends the strengths of
humans, sensing technologies, and AI. This can be
seen as an example of the emerging research area
called hybrid human-artificial intelligence, which
acknowledges that both human intelligence and AI
each have their own strengths and limitations.20 In
our approach, educational stakeholders retain super-
visory control of the analytics to imbue data with
meaning, in order to create data stories that end-users
can actually understand, and connect meaningfully to
the coaching or learning purposes for the teams.
Hence, removing full autonomy of the system is
deliberate.

Through our QE and data storytelling approaches,
we make the most of the key capabilities of com-
puters, which are efficient in continuously gathering
large amounts of data via sensors, and effective in dis-
covering patterns from large datasets. These are har-
nessed to amplify the capabilities of educators or
coaches by providing ways for them to 1) make their
assumptions, inferences and interpretations about
teamwork explicit and trackable as streams of multi-
modal data (first HuCETA component); 2) indicate to
the computer how to interpret sensor data by applying
QE principles (second component); and 3) assist the
computer to present analytics/AI-enabled feedback
as intelligible data stories (third component).
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The Potential of Data Storytelling
We received consistent positive feedback from both
educators and students, who recognized the value of
capturing digital traces of collocated activity and ren-
dering it visible as explanatory, data stories for the pur-
pose of provoking reflection on team simulation
experiences.19 They also recognized the value of cap-
turing both objective (via sensors) and subjective (via
human observers) evidence about teamwork, in con-
trast to the current educational situation, where reflec-
tive team debriefs dependent on the expert
observations by coaches or educators (often split over
multiple teams), and the (often stressed, and always
biased)memories of students.

While some participants in our studies were inter-
ested in the potential of the approach to assess team
performance summatively, others expressed concerns
about the risk of false negatives in the data stories.
Multimodal data stories can certainly introduce bias in
the way narrative is added to the visualizations [com-
ponent (iii) in the framework], how rules to map low-
level data into higher order constructs are created
[component (ii)], and how accurately sensors or
humans capture data [component (i)]. Although false
negatives were not identified in any of our prototypes
(partly because of the close involvement of the
research team), we concur with a more cautious view
focused on formative feedback to guide deeper reflec-
tion and dialog, in which humans determine the ulti-
matemeaning and actions to perform. Fully automated
grading is significantly beyond the current maturity of
this infrastructure.

Advancing Team Science Versus
Supporting Users
The proposed framework (instantiated in many
explanatory interfaces, such as the data stories pre-
sented in Study 2) can help educators and teammem-
bers test and reflect on teamwork constructs
(defined as hypotheses, assumptions, or beliefs). As
we have emphasized, however, more complex explor-
atory interfaces that invite users to explore the data
can offer the potential to assist researchers in testing
theories about what makes teamwork effective, and
can support educators’ and coaches’ inquiry into their
own practices, as illustrated in Study 1. The HuCETA
framework, and the open source, modular architec-
ture enabling its implementation, offer a new form of
‘team science research platform’, which we hope may
accelerate research in embodied teamwork, whether
for exploratory, descriptive analyses, or for the testing
of hypotheses.

CONCLUSION
Both classic and current research on artificial and
human intelligence has envisioned the ‘expansion’
of human capabilities as a coevolving process of
people, computers, and networks to approach com-
plex tasks. The HuCETA framework contributes to
this vision by enabling educators and researchers to
1) log key team events that exceed the automated
sensing infrastructure; 2) convert from complex mul-
timodal data to meaningful higher order team con-
structs; and 3) drive the explanatory power of end-
user interfaces that can communicate team
insights. We illustrate how this can be operational-
ized in the context of undergraduate nursing simula-
tion. Moreover, our analytics infrastructure, tuned to
the needs of different contexts, can be transferable
to other learning/training environments and indus-
tries. Our research therefore has the potential to
strongly impact on vocational and higher education
communities. The framework crafts the building
blocks for facilitating services in physical learning
spaces once thought to be confined to the realm of
online learning. These include the provision of per-
sonalized feedback, and supporting decision-making
processes that can enrich collocated training experi-
ences and make them more effective.
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